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**Instruction**

AI is one of the trendiest technologies in the world. This superstar technology is supporting companies to deliver advertisements, assisting you to go shopping online, even helping researchers to select drug candidates. Why AI developed so fast in recent years? I think there are five main advantages:

1. Problems will be tackled in a more efficient and accurate way with AI solutions.
2. Tremendous data are being transported in a faster speed and in a shorter time thanks to modern network technologies.
3. With the popularization of new platforms and technologies, tremendous data could be stored, transformed, reloaded, and analyzed in a more affordable way.
4. Major technical breakthrough of AI requires large scales of computing resources which has become more affordable in recent years.
5. AI applications can help businesses make more money. It helps businesses survive in the escalating commercial competitions.

The expanding requirement for information interchange is the cornerstone of creating an AI, among all the other elements outlined above. Without highly efficient information exchange and the powerful integrated tools for tremendous data management, AI is little more than castles in the air.

But in the past, since there is neither a cheap way to store massive business data nor an easy way to analysis them, tremendous data storage had been treated as troublesome deadweight for most of companies in the past. Until google opened its GFS file system, big data became business gold mine. Based on the development of mobile devices, whomever collects personality data with the finest quality through mobile devices would gain the best chance to provide personal service and win the most customers by earning their loyalty. And after decades of efforts of those high-tech AI companies, AI becomes a significant power to connect human needs and the real world. AI formally advanced into people's daily lives.

**Thesis statement**

However, despite the benefits AI might provide, its ethical responsibility is ignored for a long period of time. As an Algorithm Engineer working in the relevant research field, I use to directly confront similar challenges. My responsibility is to identify fraud advertisement clicks and prevent our advertising platform from real-time fraudulent data streams. To best improve my fraud detection performance, I require enormous amounts of valuable data: the more valuable data we collect, the higher accuracy we can promise to our processing result. Apparently, the most valuable data include potentially the most sensitive information of our customers. And businesses will always try their best to request for the most profitable data so long as it is not illegal.

People have benefited much from the big data era in the past two decades are all thankful for the changes AI has brought into their lives. However, it now seems their optimism was premature. The degree of risk associated with their business expansions was seriously underestimated by the people who benefited from them. The initial euphoria over the exhilarating development of AI has been replaced by a more sober assessment of reality. People started to know about not only the benefits but also the issues and challenges posed by AI.

As reported from China, some high-tech giant companies are disregarding their moral duty, abusing users’ data to build their extra profitability. Didi, a high-tech giant provided ride-hailing services, fined over 8 billion Yuan because of the offences on trying to differentiate the price based on how rich the users are with their big data technologies. (Ma & Cao, 2022). Meituan, a food delivery giant, fined 534 million Yuan for abusing their big data technologies to make price discrimination. (Wang, 2021). These recent news reports reveal some typical AI issues and challenges. And there would be more.

Because new policies could not keep up with the shift AI bring into people's daily life, corporations that controls AI became the last defense between AI and humankind. And if AI will be keeping developed without obeying the moral principles, it will become a personal power only serving its owner, take great trouble to people who use it, and lead to cognitive biases, discriminations, unauthorized surveillances, trust deficit, and social division to human society. All these ethical challenges are becoming significant and unavoidable followed by the development of AI. As a good sign, people are now more conscious of the risks and pitfalls of AI than just its success, because more examples reveal that how biased algorithms have created problems and challenges in the corporate sector, the government, and everyday life. Why people suffer such discriminations from AI after the brand got the loyalty from their users? This paper will address this issue and propose solutions in three facets.

**Body paragraph 1**: public scrutiny and people's lack of vigilance

The understanding of the hazards that both individuals and society are facing is the hardest part of addressing the issues and challenges posed by AI. Most people's understanding of AI still relies on media depictions and the knowledge of history. Modern AI is different from the traditional definition that AI is human like and all-powerful. It based on knowledge, which is in the form of the computer data, to make decisions as a specialist in particular knowledge fields. As a result, AI needs a lot of data to thrive. We are highly expecting for the changes AI would bring into people’s lives in one hand and seriously underestimated AI’s strong demands to people’s personal information. This lack of foresight is one of the very reasons why we lose control of our privacy. People therefore confronted with various problems like discriminations, surveillances, etc. Users of the ride-hailing services might face price discrimination. People who reveal their real-time whereabouts may be under surveillance. When people are browsing on the internet, their online surfing interests and hobbies will be kept tracking by corporations, and their valuable privacy may be sold. As long as a person is online, AI will be keeping an eye on them. (Xie, 2018).

Despite all these issues and challenges, people should think carefully about whether it is morally and legally acceptable to use a novel service provided by AI instead of dreading this or, worse, have defended against it. Thinking carefully and cautiously and provide AI only the basic access rights to our devices, or, even if more expensive, we should look for other services that are more morally and legally acceptable.

**Body paragraph 2**: Technic Obligation and CSR

Other than the customers who use AI, corporate influence is also a crucial component to this problem. As long as the data scale grows, the AI service will become more and more clever. And clever AI will win customer loyalty and help the company survive the business competition. For this reason, Internet giants are keen to collect as much data from their users as they can, especially personal data.

It is obvious that personal data are sensitive. But when people give AI permission to access their privacy, there is no practical way for individual clients to limit how businesses utilize its personal data. It only depends on how reliable the corporation is. According to Ahmad and Janczewski, “The challenge of big data is not only caused by people's lack of vigilance, but also caused by organizational culture and environmental influences.” (2016). The technic reason of big data challenges is that data generated so fast for us to follow up with it. This creates difficulties in maintaining data protection and complex using of it in the future. Besides, implementation of protection required for a big data environment can be an expensive and challenging task. Developing new technologies to prevent privacy leaking and abuse is one of the top challenges for business who manage big data. The cultural reason of big data challenges is that the risks associated with disclosing our personal information are not treated seriously by service suppliers. The business and its employees should assume responsibility for safeguarding their reputation and the faith their clients have in them. As an appropriate example of how well the government knew people's private information, Xie cited the US government's management of the surveillance programme PRISM which was heavily backed by major global high-tech companies. (2018). Follow the moral principles and make sure not to break it just for making money, because killing the goose that lays the golden eggs will not keep the business last long.

**Body paragraph 3**: Legal Restraint

Unfortunately, companies are always considering their profitability first rather than their responsibility. With the sudden arrival of AI, many existing rules and regulations were collapsed where new policies could not keep up with the change. And without obeying the moral principles, AI will become a power out of control. “If data can move to these unregulated areas, users’ information will be invaded without restrictions.” (Xie, 2018). Out-of-control developing of AI will not be the assistants of people and society, but the terminator against humanity.

But if the laws strictly protected personal big data privacy, big data initiatives and its corresponding business models will be seriously hindered. It is no doubt a dilemma. According to Xie, this is the most important part to let the big data technologies under control: sensitive data must be clearly defined, the process of personal data collection must be standardized (Xie, 2018). Privacy challenges does not only a issue of developed countries and area. Privacy is a fundamental right of everyone. No matter whoever you are, wherever you live, you would be hurt by un-ethical AI soon or later. And the evil AI will always thrive without restriction in somewhere. Therefore, it is a necessary initiative to build a worldwide consensus of the ethical principles of AI if we don't want to be continually under long-time threaten by the massive data we produce. Because the technology development of AI and the progress of data protection legislation in different areas are not always at the same level, governments need to strengthen cooperation and negotiation with others to promote regulations (Xie, 2018).

**Conclusion**

As a conclusion, AI brings advantages and convenience, but it also brings challenges and risks to people who enjoys the benefits AI brings to us. People are suffering unfair treatments like AI discrimination if they don't have rights to their privacy. We should clearly be aware of that the big data technologies will become a tool only serve the companies and governments not the users and customers if we only care about the service the company provides. (Hervais, 2015). Only the unity of individual awareness, corporate social responsibility, and the legislation will save the future of humanity from immoral artificial intelligence and the evils who own it.
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